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We consider a model convection-diffusion problem and present useful connec-
tions between the finite differences and finite element discretization methods.
We introduce a general upwinding Petrov–Galerkin discretization based on bub-
ble modification of the test space and connect the method with the general
upwinding approach used in finite difference discretization. We write the finite
difference and the finite element systems such that the two corresponding linear
systems have the same stiffness matrices, and compare the right-hand side load
vectors for the two methods. This new approach allows for improving well-known
upwinding finite difference methods and for obtaining new error estimates. We
prove that the exponential bubble Petrov–Galerkin discretization can recover
the interpolant of the exact solution. As a consequence, we estimate the close-
ness of the related finite difference solutions to the interpolant. The ideas we
present in this work, can lead to building efficient new discretization methods
for multidimensional convection dominated problems.
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1. INTRODUCTION

We start with the model of a singularly perturbed convection diffusion
problem: Find u = u(x) on [0, 1] such that

(1)

{
−εu′′(x) + κu′(x) = f(x), 0 < x < 1

u(0) = 0, u(1) = 0,

where ε and κ are positive constants. In this paper, we consider the convection
dominated case, i.e. ε ≪ 1. Here, the function f is given and assumed to be
continuous on [0, 1]. Without loss of generality, we will further assume that
κ = 1.
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The model problem (1) and its multi-dimensional variants arise when
solving heat transfer problems in thin domains, as well as when using small
step sizes in implicit time discretizations of parabolic convection diffusion type
problems, see [21]. The solutions to these problems are characterized by bound-
ary layers, see e.g., [15, 18, 22, 27, 29]. Approximating such solutions poses
numerical challenges due to the ε-dependence of the stability constants and
of the error estimates. There is a tremendous amount of literature addressing
these types of problems, see e.g. [18, 22, 26, 27, 29]. The goal of this paper
is to use connections between upwinding Finite Differences (FD) and certain
Finite Element (FE) discretizations of the model convection diffusion problem
(1), to improve the performance of the upwimding FD methods, and to find
new error estimates for both methods. We introduce a general upwinding FE
Petrov–Galerkin (PG) discretization based on bubble modification of the test
space. The test space is modified by using translations of a generating bubble
function.

For studying stability error estimates and connection with FD methods,
we use the concept of optimal trial norm, as presented in [1, 2, 12, 13, 15, 17, 24].
We write the finite difference and the finite element systems for uniformly
distributed nodes such that the two corresponding linear systems have the
same stiffness matrices, and compare the Right-Hand Side (RHS) load vectors
for the two methods. The same technique is applied for the corresponding
variational formulations of the FE and FD methods by finding a common
bilinear form and by comparing the RHS functionals. We emphasize that any
upwinding FD method can be deduced from an FE PG method by carefully
selecting the generating bubble function and a quadrature to approximate the
RHS dual vector of the FE PG system. The approach allows for improving the
performance of known upwinding FD approaches. In addition, we investigate
a particular PG method based on an exponential generating bubble function
and prove that the method recovers the interpolant of the exact solution. This
leads to new error estimates for the corresponding upwinding FD method.

The rest of the paper is organized as follows. We review the upwinding
FD method in Section 2, and the FE discretization together with the concept
of optimal trial space in Section 3. We introduce a general upwinding Petrov–
Galerkin discretization method and relate it with the upwinding FD method
in Section 4. In Section 5 and Section 6, we define particular test spaces based
on quadratic bubbles and exponential type bubbles, respectively, and connect
the new PG methods with known upwinding FD methods.
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2. STANDARD FINITE DIFFERENCE DISCRETIZATION

In this section, we review the standard upwinding FD discretization of
(1) on [0, 1] on uniform meshes. We divide the interval into n subintervals
using the uniformly distributed nodes xj = hj, with j = 0, 1, . . . , n and h = 1

n ,
and consider the second order finite difference approximation for u′′(xj) and
u′(xj) at the nodes xj−1, xj , and xj+1, to obtain the linear system:

(2)



u0 = 0

−ε
uj−1 − 2uj + uj+1

h2
+

−uj−1 + uj+1

2h
= fj j = 1, n− 1,

un = 0,

where fj = f(xj). Multiplying the generic equation in (2) by h, gives

(3)


u0 = 0

ε
−uj−1 + 2uj − uj+1

h
+

−uj−1 + uj+1

2
= h fj j = 1, n− 1.

un = 0.

Since the convection coefficient κ = 1 > 0, the standard FD upwinding method
for discretizing (1), requires the backward difference method for approximating
u′(xj) and leads to the system

(4)


u0 = 0

ε
−uj−1 + 2uj − uj+1

h
+ (−uj−1 + uj) = h fj j = 1, n− 1.

un = 0.

Using that

uj − uj−1 =
−uj−1 + uj+1

2
+

−uj−1 + 2uj − uj+1

2
,

the system (4) becomes

(5)


u0 = 0

ε

(
1 +

h

2ε

)
−uj−1 + 2uj − uj+1

h
+

−uj−1 + uj+1

2
= h fj

un = 0.

The quantity h
2ε is known as the local Peclet number and is denoted by

Pe =
h

2ε
.
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According to Section 12.5 of [26], the upwinding scheme (4) can be viewed as
a centered difference scheme for the convection term with a correction for the
coefficient of the diffusion term by ε · Pe. The correction process is known as
adding artificial diffusion or numerical viscosity. As presented in [26, 28], more
general discretization based on artificial diffusion can be written as follows:

(6)


u0 = 0

εh
−uj−1 + 2uj − uj+1

h
+

−uj−1 + uj+1

2
= h fj

un = 0,

where, for a smooth function Φ : (0,∞) → (0,∞) with lim
t→0

Φ(t) = 0,

εh = ε (1 + Φ(Pe)) .

We note that Φ(Pe) = Pe corresponds to the standard upwinding method (5).

For the general upwinding case, from (6), we obtain the system

(7)
(εh
h
S + C

)
U = Ffd,

where U,F ∈ Rn−1 and S,C ∈ R(n−1)×(n−1) with:

U :=


u1
u2
...

un−1

 , Ffd := h


f(x1)
f(x2)

...
f(xn−1)

 and

(8) S :=


2 −1
−1 2 −1

. . .
. . .

. . .

−1 2 −1
−1 2

 , C :=
1

2


0 1
−1 0 1

. . .
. . .

. . .

−1 0 1
−1 0

 .

Using the “tridiagonal notation”, we have that

S = tridiag(−1, 2,−1), C = tridiag
(
−1

2
, 0,

1

2

)
,

and the matrix of the finite difference system (7) is

(9) Mfd = tridiag
(
−εh

h
− 1

2
,
2 εh
h

, −εh
h

+
1

2

)
.

In Section 4, we will see that the general FD discretization (6), leading
to (7), relates to a Petrov–Galerkin method with a bubble test space.
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3. FINITE ELEMENT LINEAR VARIATIONAL FORMULATION
AND DISCRETE OPTIMAL TRIAL NORM

For the finite element discretization, we will use the following notation:

a0(u, v) =

∫ 1

0
u′(x)v′(x) dx, (f, v) =

∫ 1

0
f(x)v(x) dx, and

b(v, u) = ε a0(u, v) + (u′, v) for all u, v ∈ V = Q = H1
0 (0, 1).

A variational formulation of (1), with κ = 1, is: Find u ∈ Q := H1
0 (0, 1) such

that

(10) b(v, u) = (f, v), for all v ∈ V = H1
0 (0, 1).

The existence and uniqueness of the solution of (10) is well known, see e.g.,
[8]–[11, 16, 19, 25].

3.1. Standard discretization with C0 − P 1 test and trial spaces

We divide the interval [0, 1] into n equal length subintervals using the
nodes 0 = x0 < x1 < · · · < xn = 1 and denote h := xj − xj−1 = 1/n. For the
above uniformly distributed nodes, we define the corresponding finite element
discrete space Mh as the subspace of Q = H1

0 (0, 1), given by

Mh =
{
vh ∈ Q | vh is linear on each [xj , xj+1]

}
,

i.e., Mh is the space of all continuous piecewise linear functions with respect
to the given nodes, that are zero at x = 0 and x = 1. We consider the nodal
basis {φj}n−1

j=1 with the standard defining property φi(xj) = δij . We couple the
above discrete trial space with the discrete test space Vh := Mh. Thus, the
discrete variational formulation of (10) is: Find uh ∈ Mh such that

(11) b(vh, uh) = (f, vh), for all vh ∈ Vh.

We look for uh ∈ Vh with the nodal basis expansion

uh :=
n−1∑
i=1

uiφi, where ui = uh(xi).

If we consider the test functions vh = φj , j = 1, 2, · · · , n− 1 in (11), we obtain
the following linear system

(12)
( ε

h
S + C

)
U = Ffe,
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where S,C ∈ R(n−1)×(n−1) are given in (8), and

U :=


u1
u2
...

un−1

 , Ffe :=


(f, φ1)
(f, φ2)

...
(f, φn−1)

 .

3.2. Optimal discrete trial norms

For V = Q = H1
0 (0, 1), we consider the standard inner product given

by a0(u, v) = (u, v)V = (u′, v′), and let Mh, Vh be the standard space of
continuous piecewise linear functions

Mh = Vh = span{φ1, · · · , φn−1}.
For the purpose of error analysis, on V and Vh, we consider the standard norm
induced by a0(·, ·), i.e, |v|2 := a0(v, v), but on Mh, we will introduce a different
norm. On Vh ×Mh, we define the bilinear form

(13) bd(vh, uh) = d a0(uh, vh) + (u′h, vh) for all uh ∈ Mh, vh ∈ Vh,

where d = dε,h is a constant, that might depend on h and ε and is motivated
by the upwinding Petrov–Galerkin method introduced in Section 4.1.

The discrete optimal trial norm on Mh is defined by

(14) ∥uh∥∗,h := sup
vh∈Vh

bd(vh, uh)

|vh|
.

An explicit representation of this norm is established in [3]. We have

(15) ∥uh∥2∗,h = d2|uh|2 + |uh|2∗,h,
where,

(16) |u|2∗,h =
1

n

n∑
i=1

(
1

h

∫ xi

xi−1

u(x) dx

)2

−
(∫ 1

0
u(x) dx

)2

.

We note that | · |∗,h is a semi-norm on Vh, since we can have |uh|∗,h = 0 for any
non-zero function uh ∈ Mh such that∫ xi

xi−1

uh(x) dx =
1

n

∫ 1

0
uh(x) dx, i = 1, 2, · · · , n.

In particular, for n = 2m, such a function is uh = φ1+φ3+ · · ·+φ2m−1. Using
the Cauchy–Schwarz inequality, we can also check that |u|∗,h ≤ ∥u∥. Indeed,

(17) |u|2∗,h ≤ 1

n

n∑
i=1

(
1

h

∫ xi

xi−1

u(x) dx

)2

≤
n∑

i=1

∫ xi

xi−1

u2(x) dx = ∥u∥2.
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The above estimates together with the formula (15) suggest that the discrete
optimal trial norm ∥ · ∥∗,h could be a weak norm on Mh if d is very small.

The optimal trial norm helps with stability estimates in the following
sense. If we consider the problem: Find uh ∈ Mh such that

(18) bd(vh, uh) = Fh(vh), for all vh ∈ Vh = Mh,

where Fh : Vh → R is a linear functional on Vh, then according to defini-
tion (14), we have

(19) ∥uh∥∗,h := sup
vh∈Vh

bd(vh, uh)

|vh|
= sup

vh∈Vh

Fh(vh)

|vh|
:= ∥Fh∥V ∗

h
.

Remark 3.1. In particular, if F1 and F2 are two linear functionals on Vh

and we solve for u1h, u
2
h ∈ Mh such that

(20)
bd(vh, u

1
h) = F1(vh), for all vh ∈ Vh = Mh, and

bd(vh, u
2
h) = F2(vh), for all vh ∈ Vh = Mh,

then

(21) ∥u2h − u1h∥∗,h = ∥F2 − F1∥V ∗
h
.

As an application, we can have u1h be the FD approximation and u2h be the
FE approximation of problem (1). In this case, we can estimate the difference
between the two solutions in the ∥ · ∥∗,h norm by finding an upper bound for
∥F2 − F1∥V ∗

h
.

4. THE PETROV–GALERKIN METHOD WITH BUBBLE TYPE
TEST SPACE

For improving the stability and approximability of the standard linear
finite element approximation for solving (10), various Petrov–Galerkin dis-
cretizations were considered, see e.g., [3, 6, 4, 5, 14, 23, 28, 29]. In this section,
we introduce a general class of upwinding PG discretizations based on a bubble
modification of the standard C0 − P 1 test space. The idea is to define Vh by
adding to each φj , a pair of polynomial bubble functions. According to Section
2.2.2 in [29], this idea was first suggested in [20] and used in the same year in
[14] with quadratic bubble modification. The method is known in literature as
upwinding PG method, according to Section 2.2.2 in [29], or upwinding finite
element method, according to Section 2.2 in [28].

Besides a more general approach of the method, we discover an equiv-
alent variational reformulation of the proposed PG discretization that uses a
new bilinear form defined on standard linear finite element spaces. The new
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formulation leads to strong connections with the upwinding FD methods and
to a better understanding of both the FD and the FE methods.

The standard variational formulation for solving (1) with κ = 1 is: Find
u ∈ Q = H1

0 (0, 1) such that

(22) b(v, u) = ε a0(u, v) + (u′, v) = (f, v) for all v ∈ V = H1
0 (0, 1).

A Petrov–Galerkin method for solving equation (22) chooses a test space
Vh ⊂ V = H1

0 (0, 1) that, in general, could be different from the trial space
Mh ⊂ Q = H1

0 (0, 1).

4.1. General bubble upwinding Petrov–Galerkin method

On [0, h], consider a continuous bubble generating function B : [0, h] → R
with the following properties:

(23) B(0) = B(h) = 0,

(24)

∫ h

0
B(x) dx = b1h with b1 > 0.

By translating B, we generate n bubble functions that are locally sup-
ported. For i = 1, 2, · · · , n, we define Bi : [0, 1] → R by Bi(x) = B(x−xi−1) =
B(x − (i − 1)h) on [xi−1, xi], and we extend it by zero to the entire interval
[0, 1]. Note that B1 = B on [0, h], and for i = 1, 2, · · · , n, we have

(25) Bi(xi−1) = Bi(xi) = 0, and Bi = 0 on [0, 1]\(xi−1, xi).

In addition,

(26)

∫ xi

xi−1

Bi(x) dx = b1h with b1 > 0.

Next, we consider a particular class of Petrov–Galerkin discretizations
of the model problem (22) with trial space Mh = span{φj}n−1

j=1 and the test
space Vh obtained by modifying Mh such that diffusion is created from the
convection term.

The FE bubble upwinding idea is based on building Vh by translating a
general function B satisfying (23) and (24). To be more precise, we define the
test space Vh by

Vh := span{φj + (Bj −Bj+1) |j = 1, 2, · · ·n− 1},

where {Bi}i=1,··· ,n are defined above and satisfy (25) and (26). We note that
both Mh and Vh have the same dimension of (n− 1).
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The upwinding Petrov–Galerkin discretization with general bubble func-
tions for (1) is: Find uh ∈ Mh such that

(27) b(vh, uh) = ε a0(uh, vh) + (u′h, vh) = (f, vh) for all vh ∈ Vh.

Next, we show that the variatonal formulation (27) admits a reformulation
that uses a new bilinear form defined on standard linear finite element spaces.
We look for

uh =
n−1∑
j=1

αjφj ,

and consider a generic test function

vh =
n−1∑
i=1

βiφi +
n−1∑
i=1

βi(Bi −Bi+1) =
n−1∑
i=1

βiφi +
n∑

i=1

(βi − βi−1)Bi,

where, we define β0 = βn = 0. By introducing the notation

Bh :=

n∑
i=1

(βi − βi−1)Bi, and wh :=

n−1∑
i=1

βiφi,

we get
vh = wh +Bh.

By using the formulas (25), (26), and the facts that u′h, w
′
h are constant

on each of the intervals [xi−1, xi], and that w′
h = βi−βi−1

h on [xi−1, xi], we obtain

(u′h, Bh) =

n∑
i=1

∫ xi

xi−1

u′h(βi−βi−1)Bi =

n∑
i=1

u′hw
′
h h

∫ xi

xi−1

Bi = b1h

n∑
i=1

∫ xi

xi−1

u′hw
′
h.

Thus,

(28) (u′h, Bh) = b1h(u
′
h, w

′
h), where vh = wh +Bh.

In addition, since u′h is constant on [xi−1, xi], we have

(u′h, B
′
i) = u′h

∫ xi

xi−1

B′
i(x) dx = 0 for all i = 1, 2, · · · , n.

Hence,

(29) (u′h, B
′
h) = 0, for all uh ∈ Mh, vh = wh +Bh ∈ Vh.

From (28) and (29), for any uh ∈ Mh and vh = wh +Bh ∈ Vh, we get

(30) b(vh, uh) = (ε+ b1h) (u
′
h, w

′
h) + (u′h, wh).

The addition of the bubble part to the test space leads to the extra diffusion
term b1h(u

′
h, w

′
h) with b1h > 0 matching the sign of the coefficient of u′ in (1).

This justifies the terminology of upwinding PG method.



362 Cr. Bacuta and C. Bacuta 10

Here are two important notes regarding the variational formulation (30).
First, note that only the linear part wh of vh appears in the expression of
b(vh, uh) of (30). Second, note that the functional vh → (f, vh) can be also
viewed as a functional only of the linear part wh. Indeed, using the splitting

vh = wh +Bh with Bh :=
n∑

i=1

(βi − βi−1)Bi, we have

(f, vh) = (f, wh) +

(
f,

n∑
i=1

hw′
hBi

)
= (f, wh) + h

(
f, w′

h

n∑
i=1

Bi

)
.

Consequently, the variational formulation of the upwinding Petrov–Galerkin
method can be reformulated as: Find uh ∈ Mh such that

(31) (ε+ b1h) (u
′
h, w

′
h) + (u′h, wh) = (f, wh) + h

(
f, w′

h

n∑
i=1

Bi

)
, wh ∈ Mh.

Remark 4.1. The reformulation (31) of the upwinding PG discretization
(27) involves the same piecewise linear test and trial space.The coefficient of
(u′h, w

′
h), (that we call diffusion coefficient) in (31) is d = dε,h = ε + h b1.

Thus, the left-hand side of (31) is given by the bilinear form bd(uh, wh) defined
only for continuous piecewise linear functions. Consequently, for the given test
space Vh, the optimal trial norm on Mh is

(32) ∥uh∥2∗,h = (ε+ h b1)
2 |uh|2 + |uh|2∗,h,

where |uh|2∗,h is defined in (16), see Section 3.2.

The reformulation (31) leads to the linear system

(33)
(( ε

h
+ b1

)
S + C

)
U = FPG,

where U,FPG ∈ Rn−1 with:

U :=


u1
u2
...

un−1

 , FPG :=


(f, φ1)
(f, φ2)

...
(f, φn−1)

+


(f,B1 −B2)
(f,B2 −B3)

...
(f,Bn−1 −Bn)

 ,

and S,C are the matrices defined in (8), for the FD discretization.

Remark 4.2. Here, we note that by using the notation

dε,h = ε+ h b1, or
ε

h
+ b1 =

dε,h
h

,

the matrix of the finite element system (33) is

(34) Mfe = tridiag
(
−
dε,h
h

− 1

2
,
2 dε,h
h

, −
dε,h
h

+
1

2

)
.
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4.2. Comparing the upwinding FD and the PG FE methods

In this section, we compare the general upwinding Petrov–Galerkin finite
element discretization (27) with the general upwinding finite difference method
(6) with εh = ε(1+Φ(Pe)) as defined in Section 2. We consider that the bubble
B for the PG method is chosen such that εh = ε+ h b1, i.e.,

Φ(Pe) = Φ
( h

2ε

)
= 2 b1 Pe,

where b1 is defined by (24). In this case, εh = dε,h, and a direct consequence
of the matrix formulas (9) and (34), is that the FD matrix of the system (7)
coincides with the FE matrix of the system (33), i.e.,

(35) Mfd = Mfe.

Since b1 is allowed to depend on ε and h, the function Φ(Pe) = 2 b1 Pe
can recover the functions Φ used for the classical upwinding finite difference
methods. Furthermore, the artificial diffusion, εΦ(Pe) that is introduced for
upwinding FD discretization, becomes exactly the integral of a bubble function
that defines the corresponding upwinding PG method, i.e.,

εΦ(Pe) = h b1 =

∫ h

0
B.

Next, we show that the FD system (7) and the FE system (33) correspond
to variational formulations that use the same bilinear form defined onMh×Mh

and compare the right-hand side functionals.
For a continuous function θ : [0, 1]→R such that θ(0)=θ(1)=0, the com-

posite trapezoid rule (CTR) on the uniformly distributed nodes x0, x1, . . . , xn
is

(36)

∫ 1

0
θ(x)dx ≈ Tn(θ) := h

n−1∑
i=1

θ(xi).

If the vector uFD = [u1, . . . , un−1]
T is the solution of the finite difference

system (6), then we define the corresponding proxy function uFD
h ∈ Mh by

uFD
h :=

n−1∑
i=1

uiφi.

From Section 2, we have that uFD is the solution of the system

(37) Mfd u
FD = hF, where F = [f(x1), · · · , f(xn−1)]

T .

Elementary calculations show that

(38) h f(xj) = Tn(fφj) = Tn(f(φj +Bj −Bj+1)), for j = 1, 2, · · · , n− 1.
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The following remark illustrates another connection between the upwinding
FD and the bubble PG FE method.

Remark 4.3. In light of (35) and (38), we note that the upwinding FD
system (6) can be obtained from the PG discretization (27) reformulated as
(31) and leading to the system (33), where the entries of the RHS vector,∫ 1
0 f(φj +Bj −Bj+1) are approximated with the CTR approximations.

At the local level, this corresponds to using the standard trapezoid rule
to approximate each of the integrals

(39)

∫ xj

xj−1

f φj ,

∫ xj+1

xj

f φj , and

∫ xj

xj−1

f Bj .

Next, we will justify that, under the assumption Φ(Pe) = 2 b1 Pe, the
upwinding FD method (6) and the PG discretization (27) can be viewed as
variational formulations using the same bilinear form defined on Mh × Mh.
First, for the FD formulation, using equation (38), the algebra of Section 3.1,
with ε → εh, and the notation introduced in Section 3.2, we have that the
system (37) of the upwinding FD method (6) corresponds to the variational
formulation

bd(u
FD
h , φj) = Tn(f φj) = Tn(f(φj +Bj −Bj+1)), for all j = 1, 2, . . . , n− 1,

with d = εh = dε,h = ε+ h b1. Using the linearity of bd(u
FD
h , ·) and Tn(f ·), we

can further conclude that

(40) bd(u
FD
h , wh) = Tn(f wh), for all wh ∈ Mh.

Second, for the FE formulation, if uh = uFE
h is the solution of (27), using

the equivalent variational formulation (31) with d = dε,h = ε+ h b1, we have

(41) bd(u
FE
h , wh) = (f, wh) + h

(
f, w′

h

n∑
i=1

Bi

)
, for all wh ∈ Mh.

Based on the reformulations (40) and (41), we can estimate now the dif-
ference between the upwinding FD and the bubble PG solutions in the optimal
trial norm. We define the linear functionals F1, F2 : Mh → R by

F2(wh) = (f wh) + h

(
f, w′

h

n∑
i=1

Bi

)
, and

F1(wh) = Tn

(
f wh + h f w′

h

n∑
i=1

Bi

)
= Tn(f wh).

The functionals Fh,Wh : Mh → R defined by

Fh(wh) =

∫ 1

0
f wh dx− Tn(f wh), and Wh(wh) = h

(
f, w′

h

n∑
i=1

Bi

)
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are also linear functionals and

F2(wh)− F1(wh) = Fh(wh) +Wh(wh).

Using Remark 3.1, and the norm ∥ · ∥∗,h described in (32), we obtain

(42)
∥uFE

h − uFD
h ∥∗,h = ∥F2 − F1∥M∗

h
= ∥Fh +Wh∥M∗

h

≤ ∥Fh∥M∗
h
+ ∥Wh∥M∗

h
.

It was proved in [7], by using standard approximation properties of Trapezoid
Rule, that if f ∈ C2([0, 1]), then

(43) ∥Fh∥M∗
h
≤ h2

(
∥f ′′∥∞
12

+
∥f ′∥∞

6

)
.

On the other hand, using the Cauchy–Schwartz inequality and assuming that
∥B∥∞ ≤ M , it is easy to check that

∥Wh∥M∗
h
≤ M h∥f∥L2 .

Consequently, we obtain

(44) ∥uFE
h − uFD

h ∥∗,h ≤ h2
(
∥f ′′∥∞
12

+
∥f ′∥∞

6

)
+M h∥f∥L2 .

The next remark provides a way to improve a standard upwinding FD method
by using its connections with a bubble PG method.

Remark 4.4. The estimate (44) is suboptimal in the sense that the sec-
ond term in the RHS of (44) is only O(h). In light of Remark 4.3, this can
be improved by using a modified upwinding FD method as follows. We start
with the corresponding PG discretization (27), reformulated as (31), where
the bubble B is chosen such that εh = ε + h b1 (or Φ(Pe) = 2 b1Pe), leading
to the system (33). Then the RHS entries of (33), i.e.,

∫ 1
0 f(φj + Bj − Bj+1),

are approximated with better (than trapezoid) quadratures. In fact, this sug-
gests to use a higher order quadrature, (e.g., Cavalieri–Simpson or Gaussian
quadrature) to approximate each of the integrals in (39). In this way, new up-
winding FD methods can be obtained by better approximating the dual vector
of upwinding PG methods. Besides an improvement of the order of the esti-
mate (44), numerical computations show that the bubble PG approximation is
better than related upwinding FD methods even in the discrete infinity error.

Consequently, the upwinding FD method (6) for solving (1) can be im-
proved just by modifying the RHS vector of the FD system (7). The new
j-th entry of the RHS system (7) is obtained by approximating the integral of
(f, φj+Bj−Bj+1) using, locally, higher order quadratures. Since we can choose



366 Cr. Bacuta and C. Bacuta 14

different bubble functions B and different quadratures to locally approximate
the dual vectors, the improvement process is not unique.

On the other hand, any bubble PG method uses a fixed quadrature to
approximate the dual vector. Thus, numerically, this performs identically with
an upwinding FD method with a special RHS induced by the quadrature.

5. UPWINDING PG WITH QUADRATIC BUBBLE
FUNCTIONS

In this section, we consider the model problem (10) with the discrete
space Mh = span{φj}n−1

j=1 and Vh a modification of Mh using quadratic bubble
functions. The resulting method can be found in e.g., [3, 14, 23, 20, 29].
However, based on the findings of the previous section, we relate the quadratic
bubble PG method to the general upwinding FD method and present ways to
improve the performance of upwinding FD method.

First, for a parameter β > 0, we define the bubble function B on [0, h] by

B(x) =
4β

h2
x(h− x).

Elementary calculations show that (24) holds with b1 = 2β
3 . Using the func-

tion B and the general construction of Section 4.1, we define the set of bubble
functions {B1, B2, · · · , Bn} on [0, 1] and

Vh := span{φj + (Bj −Bj+1)}n−1
j=1 .

In this case, we have dε,h = ε+ 2β
3 h. According to (34), we obtain

Mfe = tridiag

(
− ε

h
− 2β

3
− 1

2
,
2 ε

h
+

4β

3
, − ε

h
− 2β

3
+

1

2

)
.

For εh = dε,h = ε + 2β
3 h, or Φ(Pe) = 2 b1Pe = 4β

3 Pe, as presented at the
beginning of Section 4.2, the matrix of the system (7) is Mfd = Mfe.

Here, we note that we can relate any upwinding FD method defined by
an admissible function Φ(·) to our quadratic bubble PG method introduced in
this section. This is justified by the fact that we can choose β, hence b1 =

2β
3 ,

such that εh = ε(1 + Φ(Pe)) = ε+ b1 h, i.e.,

β =
3

4

Φ(Pe)
Pe

.

Now, we can benefit from Remark 4.4. By using, for example, the Cavalieri–
Simpson (CS) rule, we can improve the upwinding FD method (6) for solving
(1) with εh = ε+ 2β

3 h by modifying only the RHS vector of the FD system (7).



15 Connections between FD and FE for convection-diffusion 367

Next, the new j-th entry of the RHS system (7) is obtained by approximating
(f, φj +Bj −Bj+1) using the CS rule∫ b

a
g(x) dx ≈ b− a

6

(
g(a) + 4g

(
a+ b

2

)
+ g(b)

)
,

on each mesh interval. This leads to replacing hf(xj) in (7) by the value

h

3

[
(1 + 2β)f(xj − h/2) + f(xj) + (1− 2β)f(xj + h/2)

]
.

As a specific application, we consider the case β = 3/4 that leads to dε,h =
εh = ε + h/2. In this case, the FE matrix of the system (33) coincides with
the matrix of the standard upwinding FD system (5), and we have

Mfe = Mfd = tridiag

(
− ε

h
− 1,

2 ε

h
+ 1, − ε

h

)
.

To improve the performance of the upwinding FD method (5), we can consider
the CS quadratic upwinding method that solves the system

Mfd U = G, where

Gj =
h

3

(
5

2
f(xj − h/2) + f(xj)−

1

2
f(xj + h/2)

)
, j = 1, 2, · · · , n− 1.

Numerical results show that the Cavalieri–Simpson FD (CS-FD) method
performs better than the standard upwinding FD method even if we measure
the error in the discrete infinity norm. We note that the standard upwinding
FD method is in fact the Trapezoid Finite Difference (T-FD) as a result of the
quadratic bubble PG method using the Trapezoid rule for estimating the dual
vector. We solved (1) with κ = 1 and f(x) = 2x, which allows to find the exact
solution and to compute the discrete infinity error approximation. For example,
for ϵ = 10−6, the standard upwinding FD method, or T-FD produces a discrete
infinity error of order O(h), while the CS-FD method exhibits higher order
using the same discrete infinity error. For example, when n = 800, the discrete
infinity error for T-FD is 0.0012, and for CS-FD, the error is 0.64× 10−6. For
the two methods, the error behaviour and error order, in various norms, will
be addressed in future work.

6. UPWINDING PG WITH EXPONENTIAL BUBBLE
FUNCTIONS

We consider the model problem (10) with the discrete space Mh =
span{φj}n−1

j=1 and Vh a modification of Mh by using an exponential bubble
function. We define the bubble function B on [0, h] as the solution of

(45) −εB′′ −B′ = 1/h, B(0) = B(h) = 0.
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Using the function B and the general construction of Section 4.1, we define the
set of bubble functions {B1, B2, · · · , Bn} on [0, 1] and

(46) Vh := span{φj + (Bj −Bj+1)}n−1
j=1 = span{gj}n−1

j=1 ,

where gj := φj + (Bj −Bj+1), j = 1, 2, · · · , n− 1.

In order to address efficient computations of coefficients and the finite
element matrix of the exponential bubble PG method, we introduce the following
notation

(47) g0 := tanh(Pe) =
e

h
2ε − e−

h
2ε

e
h
2ε + e−

h
2ε

=
1− e−

h
ε

1 + e−
h
ε

,

(48) ld :=
1 + g0

2
=

e
h
ε − 1

e
h
ε + e−

h
ε

, and l0 :=
1 + g0
2g0

=
ld
g0

,

(49) ud :=
1− g0

2
=

1− e−
h
ε

e
h
ε + e−

h
ε

, and u0 :=
1− g0
2g0

=
ud
g0

.

It is easy to check that the unique solution of (45) is

(50) B(x) = l0

(
1− e−

x
ε

)
− x

h
, x ∈ [0, h], and

(51)

∫ h

0
B(x) dx =

h

2g0
− ε.

Consequently, we have that (24) holds with b1 = 1
2g0

− ε
h , and we obtain

that ε+ b1 h = h
2g0

. Using Remark 4.1, the optimal trial norm on Mh is

(52) ∥uh∥2∗,h =

(
h

2g0

)2

|uh|2 + |uh|2∗,h

where |uh|2∗,h is defined in (16).

Using Remark 4.2, we obtain that
εb,h
h = 1

2g0
, and the matrix for the PG

finite element discretization with exponential bubble test space becomes

(53)

M e
fe = tridiag

(
−1 + g0

2g0
,

1

g0
, −1− g0

2g0

)
= tridiag (−l0, 1/g0,−u0) =

1

g0
tridiag (−ld, 1,−ud) .

For εh = dε,h = ε + b1h =
h

g0
, we have Φ(Pe) = 2 b1Pe = Pe coth(Pe) − 1.

According to Section 4.2, the matrix of the system (7) is M e
fd = M e

fe.
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By applying Remark 4.3, using the trapezoid rule to approximate the
dual vector for the PG method, we get the upwinding FD method known as the
Il’in–Allen–Southwell (IAS) method, according to [28], or to the Scharfetter–
Gummel (SG) method, according to [26].

Using again Remark 4.4, and the Cavalieri–Simpson rule, we can improve
the upwinding FD method (6) for solving (1) with εh = h

g0
(which is the

IAS or the SG method), by modifying only the RHS vector of the FD system
(7). The new j-th entry of the RHS system (7) is obtained by approximating
(f, φj + Bj − Bj+1) using the Cavalieri–Simpson rule, on each mesh interval.
Since the Bj functions are generated by the exponential bubble function B
given by (50), this leads to replacing hf(xj) in (7) for j = 1, 2, · · · , n− 1, with

Gj :=
h

3
[(1 + 2B(h/2))f(xj − h/2) + f(xj) + (1− 2B(h/2))f(xj + h/2)] .

The CS exponential upwinding method reduces to solving for U the system

M e
fd U = G.

As in the polynomial bubble case, the CS-FD method performs better
than the standard IAS or SG method. It is important to mention here that the
upwinding PG method based on the exponential bubble produces in fact the
exact solution at the nodes, provided that the dual vector is computed exactly.
Variants of this result seem to be known in various forms, see e.g., [28, 27]. We
include a simple proof of the above statement that is based on the properties
of the exponential bubble function B. In order to proceed with the proof, we
will need to emphasize a few properties of the test functions gj as follows. For
any j = 1, 2, · · · , n, we have

(54) gj =


Bj + φj if x ∈ [xj−1, xj ],

−Bj+1 + φj if x ∈ [xj , xj+1],
and

(55)

g
′
j =


B

′
j +

1

h
if x ∈ (xj−1, xj),

−B
′
j+1 −

1

h
if x ∈ (xj , xj+1).

g
′′
j =


B

′′
j if x ∈ (xj−1, xj),

−B
′′
j+1 if x ∈ (xj , xj+1).

Using (55) and the fact that on [xj−1, xj ] the functions Bj satisfy the
same differential equations as B, see (45), we obtain

(56) −εg′′j − g′j = 0, on (xj−1, xj) ∪ (xj , xj+1),

(57) g′j(xj−)− g′j(xj+) = B′(h) +B′(0)− 2

h
=

1

ε g0
,
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(58) g′j(xj−1) = g′j(xj−1+) = B′(0) +
1

h
=

1

ε

ld
g0

, and

(59) g′j(xj+1) = g′j(xj+1−) = −B′(h)− 1

h
= −1

ε

ud
g0

.

Next, we are ready to prove the following result.

Theorem 6.1. Let uh :=
∑n−1

i=1
uiφi be the finite element solution of

(27) with the test space as defined in (46). Then, uh coincides with the linear
interpolant Ih(u) of the exact solution u of (1), with κ = 1 on the nodes
x0, x1, . . . , xn. In other words, uj = u(xj), j = 1, 2, · · · , n− 1.

Proof. For any fixed j ∈ {1, 2, · · · , n − 1}, we multiply the differen-
tial equation (1) (with κ = 1) by gj and integrate by parts on the interval
[xj−1, xj+1] to obtain

(60) ε

∫ xj+1

xj−1

u′g′j −
∫ xj+1

xj−1

ug′j + (ugj)|
xj+1
xj−1 =

∫ xj+1

xj−1

fgj = (f, gj).

Using that gj(xj−1) = gj(xj+1) = 0, the third term in the LHS of (60) is zero.
Next, we apply integration by parts for both integrals in the LHS of (60),
splitting the integration on two subintervals [xj−1, xj ] and [xj , xj+1], such that
gj is smooth enough, to obtain

(61)

∫ xj

xj−1

(−εg
′′
j − g′j)u+

∫ xj+1

xj

(−εg
′′
j − g′j)u

+ ε (u g′j)|
xj
xj−1 + ε (u g′j)|

xj+1
xj = (f, gj).

By using (56), from (61) we get

(62)
− εg′j(xj−1)u(xj−1) + ε[g′j(xj−)− g′j(xj+))u(xj ]

− εg′j(xj+1)u(xj+1) = (f, gj).

Combining (62) with (57)-(59), we obtain

(63) − ld
g0

u(xj−1) +
1

g0
u(xj)−

ud
g0

u(xj+1) = (f, gj), j = 1, · · · , n− 1.

Here, we notice that the matrix of the system (63) with the vector unknown
Ue = [u(x1), · · ·u(xn−1)]

T , coincides with the matrix M e
fe of the system solv-

ing for the finite element solution of (27) with exponential bubble test space
(see (53)). Since the right-hand sides of the two systems are the same and equal
to [(f, g1), · · · , (f, gn−1)]

T , and M e
fe is invertible, we conclude that uj = u(xj),

j = 1, 2, · · · , n− 1.
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As a consequence of Theorem 6.1, using Remark 4.4 and a similar tech-
nique used for obtaining (43), we state the following result.

Theorem 6.2. Let f ∈ C(m+1)([0, 1]) and assume that an upwinding FD
method is obtained from the exponential PG FE method by using a quadra-
ture of order O(hm+1), on each mesh interval, to approximate the dual vector
[(f, g1), · · · , (f, gn−1)]

T . Then

(64) ∥Ih(u)− uFD
h ∥∗,h ≤ C hm,

where C is a constant that depends on f,B, and their derivatives.

We note that |vh(x)| ≤ |vh| for all x ∈ [0, 1] and all vh ∈ Mh, and from
the representation (52) of the discrete optimal norm ∥ · ∥∗,h, we have

∥vh∥∞,h := max
i=0,n

|vh(xi)| ≤ |vh| ≤
2g0
h

∥vh∥∗,h, for all vh ∈ Mh.

As a consequence of the Theorem 6.2 and the above estimate, we obtain
the following result.

Corollary 6.3. Under the assumptions of Theorem 6.2, we have

(65) ∥Ih(u)− uFD
h ∥∞,h ≤ 2g0C hm−1,

where C is the constant used for (64).

Numerical tests show that the estimate (65) does not hold if ε << h, and
uFD
h is replaced by the computed solution uFD

h,c . This can be justified based

on the error in computing e−
h
ε . We note that if h

ε is too large, then e−
h
ε is

computed as 0. For example, for the double precision arithmetic, we have that

e−36.05 is smaller than the ϵ-machine. Thus, 1 + e−
h
ε is computed as 1 for

h
ε ≥ 36.05. Using standard calculus limits, we have that for ε

h → 0,

g0 → 1, and gj = φj +Bj −Bj+1 → χ|[xj−1,xj ]
. Consequently, for

ε

h
→ 0

M e
fe → tridiag(−1, 1, 0), and (f, gj) →

∫ xj

xj−1

f(x) dx.

Based on our observations, the computed matrixM e
fe becomes tridiag(−1, 1, 0),

if ε << h. Using a high order quadrature to estimate the dual vector of the
exponential bubble PG method leading to an upwinding FD method, we can
get a very accurate approximation of (f, gj) ≈

∫ xj

xj−1
f(x) dx, especially if f is,

for example, a polynomial function. Thus, the computed linear system is very
close or identical to the system

[tridiag(−1, 1, 0)]U =

[ ∫ x1

x0

f(x) dx, · · · ,
∫ xn−1

xn−2

f(x) dx

]T
.
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The system can be solved exactly to obtain

uj =

∫ xj

0
f(x) dx, j = 1, 2, · · · , n− 1.

This implies that, when ε << h, the component uj of the computed PG discrete
solution is very close or identical to the value w(xj) where w(x) =

∫ x
0 f(t) dt.

By decreasing h, as long as ε
h is still very small, the computed discrete solution

remains close to the interpolant of w on [0, xn−1]. Thus, by taking the discrete
infinity norm on the nodes x1, · · · , xn−1, we have

∥Ih(u)− uFD
h,c ∥∞,h ≈ ∥Ih(u)− Ih(w)∥∞,h = ∥Ih(u− w)∥∞,h,

and the difference ∥Ih(u− w)∥∞,h approaches ∥(u− w)|[x1,xn−1]
∥∞ for h → 0.

Consequently, the error ∥Ih(u) − uFD
h,c ∥∞,h is less sensitive to changes in

h → 0, as long as ε
h is very small, and (65) cannot be checked numerically.

We discretized (1) for κ = 1, f(x) = 2x, ϵ = 10−6, and for the exponential
bubble PG method. We used the Gaussian quadrature G3, with three nodes
to locally approximate the dual vector. For the following values of h,
h = 1

100 ,
1

200 ,
1

400 ,
1

800 ,
1

1600 , we obtained

∥Ih(u)− uFD
h,c ∥∞,h ≈ 2× 10−6.

In conclusion, if the upwinding PG with exponential bubble, or its FD versions
are implemented, then we should avoid choosing h >> ε. For a given ε << 1,
in order to expect decreasing discrete infinity error, we can choose for example
h ≤ 30ε.
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